On behalf of my coauthors, I am pleased to submit the revised manuscript entitled “Mining Gene Expression Data by Interpreting Principal Components” by Roden et al. This revision includes a number of substantive improvements in response to the reviews.  Reviewer 2 in particular provided a very helpful and constructive, as well as thorough, review.  Our specific responses to both reviews are included below.   Revisions addressing major points include a statistically rigorous analysis that supports the relevance and significance of PCA-derived extreme gene sets, plus results from a second dataset that exercises additional aspects of the new methods.

Thank you for your consideration in handling the paper and this revised version.

Best Regards,

Joseph Roden

Response to Reviewer #1:

Major Compulsory Revisions 

This work proposes a PCA-based analysis method, mainly for extracting informative genes, and presents a software that performs the proposed analysis. 

The authors method is roughly described as (as they claim in Method section), 

(1) perform principal components analysis of the dataset; 

(2) for each principal component, 

(2-1) identify outlier probes for that principal component; 

(2-2) identify and order any conditions in which those outlier probes vary significantly; 

(2-3) identify any condition covariates that correlate well with the condition ordering. 

Each of the steps above is not new or statistically inappropriate as follows. 

(1) PCA is a well-known technique, and (2-3) comparison between two sets of labels, based on mutual information or any statistical test is also popular. 

The remaining parts are below the standard of statistics. 
We acknowledge PCA as an old, well-used, popular technique – both in general and in the realms of microarray analysis.  Although it is popular to compare two sets of labels based on mutual information or a statistical test, the application of these techniques to derive meaning from PCA analysis is not well described or available.  We have not seen it, especially relating to microarray analysis.
(2-2) First, there is no criterion for determining the number of outliers. In the current manuscript, the authors set the number at 35 and suggest this number can be arbitrary. Since there is no way to set this number appropriately, however, this process could be subjective. A more serious problem is, it is quite ambiguous to use the outliers to extract significant genes (`conditions') in step (2-3). As can be seen in Fig. sup4.png, the probes on the PC space are likely to be distributed as a Gaussian, and the selected 70 genes are located at the two edges of the Gaussian; if they are really outliers, there are two problems: outliers are usually nuisances and the usage of them make the analysis unstable, and the author should test statistically the hypothesis that they are really outliers from the Gaussian. If the authors just want to use them as extreme values, they should describe why extreme values are meaningful in the extraction of significant genes in relation to each principal component. 

We agree that there is potential for misunderstanding between the definition of “outlier” in broad English and the narrower Math one.  We address it by going to principal component “extreme” gene (PCEG).  We addressed the issue of the extreme gene selection criterion by adding a feature to our software to specify a threshold on the likelihood of membership in the Gaussian, below which genes are considered extreme. 

(2-3) Another serious problem is the way to extract the genes correlated to each principal component. This is done by using the Wilcoxon rank sum test; an obvious abuse of the statistical test. Since the authors have selected the two sets of 35 genes as being apart from each other, the null hypothesis that the two sets have the same mean is itself almost meaningless. The magnitude of the component in the factor (or, principal component) loading vector would be a better criterion. In either case, the determination of the threshold (test1Thresh, in the authors case) allows another subjectivity. 

We wonder if the reviewer mistook the object of the Wilcoxon test (used in step (2-2), not (2-3)) to identify conditions (not genes) in which the extreme genes are significantly differentially expressed.  While the genes themselves are clearly drawn from opposite ends of a principal component’s axis, it is quite a distinct question to determine if those high vs. low extreme genes are differentially expressed in a single given condition.  We feel that the use of this statistical test is well justified in this situation.  Further, the use of arbitrary and tunable thresholds in domains where significance is not simple to call is key in current bioinformatics.  XCluster is a case in which eyeball mining of phylogenetic trees is used to manually cluster genes and conditions, a prime example of a classic, very useful tool that uses arbitrary human data mining after the application of a sensible ordering and sorting algorithm.
Even though I had disregarded the technical problems above, still the authors approach is below the standard. The authors discuss the `significant' genes related to the 7th principal component whose contribution is 0.81%. This discussion might have very weak meaning, but the discussion on the 21st component with 0.25% is likely a fantasy. 

The authors claim that ``It is important to note that principle components that carry minor fractions of total variation in the dataset can be instructive.'' This is completely wrong. Since minor principal components correspond to the residues of the higher components such to be perpendicular to the higher ones, their directions tend to be very noisy depending on the higher ones. Then, the discussion based on the directions is unreliable, and if the author may think to have found something, most of them are falses. I recommend the authors to produce a false data set, like by shuffling the genes in the true data set, and apply their method to that data set; probably, they can find some positive biology through searching over minor components. 

The paper concurs with the reviewer in that each successive principal component (PC) is aligned with the greatest as-yet unexplained variance, and each PC is orthogonal to earlier components.  However, it is our observation and belief that rather substantial sources of meaningful variation can, and do, exist in a 158 dimensional dataset after e.g. the first 20 principal components have been found.  To confirm this we have added an analysis of PC extreme gene sets and show that for the GNF dataset, many principal components, some well beyond PC21, produce gene sets that are enriched in multiple Gene Ontology functional categories at a statistically significant level.  Further, we have performed the suggested randomization experiments and note that the resulting extreme gene sets fail to generate any such GO category enrichment.  Recall that we have 33689 gene probes, and after 20 principal components have been found that point distribution occupies a 138-dimensional space.  The greatest source of variation within that space will define the next principal component’s axis.  We agree that the remaining point distribution tends towards a spherical shape, as evidenced by the slight differences in variance explained by the adjacent PCs e.g. 20 and 22.  So minor data fluctuations can affect the relative ordering, but not the existence, of multiple sources of variation in this regime.  We have repeatedly observed meaningful structure in the minor principal components of microarray datasets, and this paper suggests a variety of approaches to help biologists to understand and investigate that structure.

The authors also claim that ``This kind of analysis can also highlight groups of genes whose defining tissues do, in fact, present a common and coherent developmental profile that a biologist might have looked for intuitively.'' Biologist's intuition would be important, but we should develop bioinformatics tools that do not provide false artifacts to biologists. 

It is our experience that this software highlights a class of meaningful observations and relationships present in the dataset and brings them to the attention of the researcher.  We understand and agree that some chance correlations may be reported as well.   For that reason we portray the package as complementary to other existing tools used to generate hypotheses about the data structure, from which we might select specific parts to be tested by other analyses or by specific experiments.

Response to Reviewer #2:

Minor Essential Revisions

p. 3: Reference 3 deals with hierarchical clustering, not - so far as I can tell – something called Xclust. I can't find Xclust in PubMed either. What reference was this supposed to be?

Fixed (X-Cluster = Eisen et al. (1998) PNAS 95:14863). 

p. 5: In the Results section, it's not obvious what the “outlier” probes mean or why they are the focus of further investigation rather than identified and ignored. A little more description in the Results section would be very helpful to those readers who won't go through the Methods section in detail, but would like to know what the software has to offer. In general, I am uncomfortable using the word “outlier” to describe these genes that are the most highly weighted in each component. An “outlier” suggests a data point that is somehow suspect or compromised and should be discarded. Here, though these genes’ data makes them stand out from the others, that is likely to be real, valid information that should be examined more closely, not thrown away. So choosing a better term to describe these probes (“most-influential,” perhaps?) would be desirable. 

Agree that there is potential for misunderstanding between the definition in broad English and the narrower Math one.  We address it by going to principal component “extreme” gene (PCEG) and, where the specificity is wanted, to PC2EG or PC8EG etc, specifying the principal component of origin.

Table 2: How were the functional roles of the Table 2 genes identified? Just by visually inspecting the list of GO annotations, or was there a more automated process? 

The GO annotations were provided with the GNF data set, and we have added a note to this effect to the table caption.  Our CompClust analysis package permits any such annotations to be carried throughout analysis and included with results.  

p. 8: “platform independent” appears to mean “runs on Windows and Linux systems,” though there is a user-friendly installer available only for Windows machines. Please say this in the Availability section, or provide evidence that I’m wrong. 

We revised the Availability section to clarify what we mean by platform independent, and to describe the installation alternatives. 

p. 8: What is NAMI? The term is defined before it’s used; should refer to Methods. 

p. 10: Actually, the definition of NAMI isn’t entirely clear from the Methods section either. The term “mutual information” is a standard one, but “normalized asymmetric mutual information” is not as common, so it would be good to cite a reference for it. If reference 35 is the appropriate one, I would cite it just after the “NAMI” abbreviation. 

On further investigation we observed that NAMI is equivalent to NMI as used by most authors, including Forbes (our fundamental NMI reference) so we have simplified our terminology in the paper in this respect by changing NAMI to NMI.  For further clarification I have added an explanation of our minor variation referred to as “average NMI”.

p. 10: The description of the handling of discrete covariates is quite clear, but the paragraph about continuous covariates was rather confusing, even assuming that “differ significantly from each” was meant to be “differ significantly from each other.” I’d suggest fixing that and perhaps rewriting the paragraph. 

This paragraph was rewritten to clarify how continuous covariates are evaluated. 

Software: 

The software was relatively easy to download and install via the windows “easy installer.” The Linux and Windows full Python installations appear to demand a skilled hacker with admin privileges and solid python experience. The installation instructions for these versions should be rewritten for the general public. 

We concur with the reviewer that installing necessary Python dependencies is involved, even for experienced users.  We are convinced that easy-to-use installers that satisfy those dependencies are important for the wide audience and are moving in this direction including for releases for Mac OS X and non-Debian Linux (Debian greatly simplifies installation).

The Tutorial for CompClust is quite clear, overall, but the PCA section is missing. Accordingly, it was possible to run the PCA code and determine that it does indeed find components, but not to determine the genes driving the analysis nor to correlate those with additional covariates. So I have to take it on faith that this is indeed possible with the provided software. 

A separate tutorial entitled “A Tutorial on PCA Interpretation using CompClust” pointed to by the revised supplemental materials web page http://woldlab.caltech.edu/publications/pca-bmc-2005 .

Would it be possible to include the data set described in the manuscript as an example in the package distribution, so that the tutorial could walk the user through the steps outlined in the paper? 

We do not have permission to redistribute the dataset(s) that the manuscript analyzes, but are seeking permission.  We would be happy to redistribute them, if we get permission. 

The web-based tutorial does appear to include the data from the manuscript. However, it’s not entirely clear to me how the web-based queries relate to what one can do for one’s own data using the standalone software. 
A sentence is added to the Implementation section to clarify this: “Software that implements the CompClustWeb interface is provided within the CompClust package, so a software developer can create his or her own CompClustWeb server to review results of their PCA interpretation.”

Discretionary Revisions (which the author can choose to ignore) 

p. 5, ff. It would be a good idea to describe the analysis of at least one large unpooled data set that would allow better illustration of what the tissue covariate information would contribute to interpretation of the data. 

p. 5: Why use a test data set that doesn’t permit testing one of the major features (relating tissue covariates)? If there’s a need for appropriate test data, one of the multi-class cancer data sets from the Broad Institute (http://www.broad.mit.edu/cgi-bin/cancer/datasets.cgi) might serve this purpose. 

We added such a dataset, with many covariates (Diabetes).

p. 5: I’d have liked some comment about why the figures are focused on PC7. Presumably the lower PCs didn’t make such nice or clear illustrations, but a word about why they didn’t might be informative. 

Correct, and we now say more clearly what major early PCs are and why PC7 nicely illustrates key point concerning data structure that is not obvious or expected from traditional clustering.

p. 6 – I think more can be said about the cell-proliferation markers and how they contribute to the sample grouping in Table 3. The genes are highest in tissues with high rates of cell renewal (testis, placenta, epithelium). However, in that case, it seems odd that the few malignant samples are clustered in the low group (unless some of the other samples are malignant but not marked as such). Also, it’s unclear to me why smooth muscle would be in the high group but heart (muscle) in the low group, unless the heart samples are contaminated by blood cells, which also appear to be in the low group. Finally, the role of ECM genes in cancer metastasis (e.g., Clark, et al., Nature 406:532-5) is under investigation. 

From a biology perspective, we are inclined to go in the other direction and say less about cell proliferation markers, not because it is incorrect at the level of hypothesis building, but because a properly nuanced discussion will grow too large and diversionary.   It is by now widely appreciated that ECM genes, as a group, are candidates for metatisis; that growth promoting functions are candidates for oncogene roles; and growth inhibitors are candidates for tumor suppressor roles.  However, the specific ones active in any given tumor, cancer cell line or family of tumors, are parsed much more finely according to type of tumor and tissue of origin; smooth muscle proliferates but cardiac normally does not (blood may be a factor too).  We think that nuancing this discussion correctly in a largely informatics paper will be diversionary, and reduce our comments to deal with the direct observation of the markers rather than their many possible implications.  

p. 7: If the methods were applied to four data sets, why not talk about the rest? 

The additional data sets in question are not solely ours or are not ours at all – and other participants are not ready to have them released.  Other than the exceptional and instructive instance in which PC2 for one of those studies perfectly correlated with fraction of probes present (still mentioned in this paper), the results of those analyses are otherwise consistent.  Also, we now add the analysis of another publicly available dataset.

